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ABSTRACT
Automatic Speech Recognition (ASR) is a technology that aims to
automatically identify human speech and transcribe it into text.
The performance of modern ASR systems is rapidly increasing, but
most current systems require significant computing resources to
run and often make use of cloud computing, making them difficult
to deploy in the embedded context that is often necessary for an
interactive robot. OpenAI has recently released Whisper, a robust
and open-source speech recognition system; in this paper, we show
how a lightweight Whisper model can be integrated into the ROS
ecosystem using high-performance inference functions, enabling
automatic speech recognition to run offline on embedded hardware,
giving the potential for ASR to be integrated into a much wider set
of HRI contexts.
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1 INTRODUCTION
The recent rapid development of conversational AI systems, partic-
ularly those making use of a massive training approach [8], has the
potential to contribute significantly to social robotics, by providing
the opportunity for such robots to support fluent, open-domain
conversation. Recent, rapid developments in natural language pro-
cessing and speech processing that could be applied in HRI in-
clude GPT-3 [6] and ChatGPT1 by OpenAI, along with Vall-E [18],
Wav2Vec [3] and Whisper [16]. It could be said that a point is ap-
proaching where a distinction could be drawn between “before”
and “after” research on conversational robotics.

However, although the potential for such systems is growing, it
is still necessary to put these off-the-shelf models into practice and

1ChatGPT: https://openai.com/blog/chatgpt/
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fine-tune a series of low-level details to develop physically embod-
ied agents with conversational skills close to those of humans. In
principle, conversational robots could be developed using similar
techniques to those used in embodied virtual agent implementa-
tion [2]. However, the physical embodiment of robots presents a
particular challenge: specifically, the embedded hardware often
used in robots has some limitations on computing capabilities that
make their development difficult. These limitations, such as the
computational cost, the motherboard processor, the range of the
sensors, and the limitations of Internet access in crowded spaces,
must be taken into account when designing conversational robots.

Modern ASR systems tend to require significant processing
power, either on the local computer (often using a GPU) or using
cloud-based resources. However, the robots that could most benefit
from the addition of ASR are often equipped with low processing
capacities without access to a GPU and cannot easily be updated;
these robots may also be deployed in contexts where internet access
is unreliable or nonexistent. Deploying a large machine-learning
model such as Whisper requires a hardware-focused approach.

We present such a solution: we have integrated Whisper [16]
with the Robot Operating System (ROS) [15] using a high-performance
inference package to enable offline Automatic Speech Recogni-
tion (ASR) using embedded hardware. The package has been im-
plemented and tested on a Raspberry Pi and is able to provide
near-real-time speech recognition on this embedded platform. The
implemented software can be freely downloaded from Github.

2 AUTOMATIC SPEECH RECOGNITION
Automatic Speech Recognition (ASR) is a technology that aims to
automatically identify human speech and transcribe it into text
[1]. Traditional methods focused on manual feature extraction and
conventional techniques such as Gaussian Mixture Models (GMM)
[19], and Hidden Markov Models (HMM) [11]. Modern techniques
use Deep Neural Networks (DNNs) [10] and Transformers [17].
The textual transcription of the spoken utterance may provide a
more natural human-robot interaction, but it also increases the
complexity of the robot deployment.

2.1 Whisper by OpenAI
Whisper is a robust speech recognition system developed by Ope-
nAI using over 680,000 hours of supervised data collected from the
web and trained through weak supervision techniques. Addition-
ally, thanks to the massive database and the training techniques
that they used, the model can be a multilingual and multitask ASR
system [16]. The structure of the model itself is not new, as it uses

https://openai.com/blog/chatgpt/
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an encoder-decoder transformer model [17]. The model was en-
hanced to add the multitask training format using a set of special
tokens that serve as task specifiers or classification targets; as part
of development, a sample of the previously transcribed text was
fed back into the model so that it would learn from the context that
accompanies the transcription.

OpenAI released this ASR system as open source and made the
trained models available through a family of five models ranging
from Tiny to Large, consisting of 39M to 1550M parameters respec-
tively [16]. The official Whisper implementation2 requires Python
3.9.9 and PyTorch 1.10.1 [14]. Despite the relatively small size of
the Tiny model, the performance of this model on embedded plat-
forms such as the Raspberry Pi is poor: it is not possible to perform
transcriptions anywhere close to real-time.

2.2 High-performance Inference
Whisper.cpp [9] is an open-source framework that uses high-performance
coding to implement one of the currently best-known alternative
methods for performing Whisper model inference. This implemen-
tation uses plain C/C++ structure code optimized to run the encoder-
decoder model only using CPU resources. The approach features
low memory usage, requires no allocated memory at run time, and
integrates Arm NEON, AVX, and VSX intrinsic support depending
on the processor architecture. It also integrates different Basic Lin-
ear Algebra Subprograms (BLAS) libraries for accelerated tensor
operation routines.

To date, this minimalist implementation has incorporated some
OpenAI model features, such as initial prompts, temperature sup-
port, Greedy decoding strategy, and BeamSearch [12]. The Whis-
per.cpp GitHub repository3 provides a number of example applica-
tions, including a web browser, a system to generate karaoke-style
transcriptions, a real-time transcription of the raw capture, and a
basic voice assistant example.

3 WHISPER ROS WRAPPER
From a purely technical perspective, integrating an ASR system
into ROS seems straightforward, as ROS is an inherently flexible
ecosystem that supports multiple languages. However, depending
on the target platform, the model requirements, and the final task of
social interaction, porting an ASR may require a bit more effort and
time. We have integrated Whisper.cpp into ROS using embedded
platforms widely used by the developer community, such as the
Raspberry Pi. These embedded systems are characterised by being
portable and having a good processing vs power usage ratio and an
adequate size that allows them to be discreet and easily integrated
into commercial robotic platforms.

3.1 ROS Service Integration
The first thing we set out to answer is what might be the best way
to integrate a system like Whisper into ROS. The answer to the
above question depends on the typical requirements of a robotic
system and the interaction task. Normally, a conversational robot
must simultaneously execute the reading of sensors (touch, cameras,

2OpenAI Whisper website: https://openai.com/blog/whisper/
3Whisper.cpp: https://github.com/ggerganov/whisper.cpp

LiDAR, microphones), the control of actuators, and various decision-
making processes and communication interface or direct control
with the user. In this context, the clear approach for integrating
an ASR system into ROS would be a process that runs on-demand,
that is, a service or action.

The implementation of ROS Service and Actions is simple: they
act as a callback blocking function that is executed when a signal
is triggered, but in ROS, this kind of process is enriched by the
synchronous RPC-style communication that enables bidirectional
connection with any ROS entity [15]. Services are used to run
fast processes, so they are ideal for a robot that might need to
switch tasks quickly. Thus, in this work we implement the inference
process as a ROS service, making it accessible to all nodes and using
a microphone to record audio samples.

Our implemented service stores speech samples in an audio
buffer which can be filled via the ROS Topic /audio using a standard
AudioDataStamped message. The service also accepts audio samples
coming directly from GStreamer audio pipelines without further
ROS message conversion. In order to maintain compatibility with
Whisper.cpp, it can also use SDL24 to provide low-level access to the
audio. In all the above cases, the audio must be sampled at 16000 Hz.
Once the transcription of the audio segment is finished, the service
responds to the requested signal using the std_srvs/Trigger message
to notify either True/False if the service is executed successfully
and a String message containing the transcribed audio.

The ROS service provides three modes of operation: in the first
one, it runs as a streaming method for a period of 𝑇 seconds and
transcribes any available audio samples in the input. In the second
mode, the service listens passively until it recognises a passphrase
to trigger detection and transcribe a predetermined (𝑁 ) number
of words (N output tokens). In the final mode, the service is used
to transcribe and match keywords contained in a vocabulary and
respond with a command associated with each keyword.

Additionally, we include a function in the service that allows us
to reset and relaunch the inference process to modify some sensi-
tive parameters, such as the number of tokens used by the encoder
to represent the audio context. It is important to note that in em-
bedded platforms such as the Raspberry Pi, controlling the context
sizes changes the encoder-decoder sizes and therefore the inference
time. This could allow us to balance features such as precision and
computational cost at run-time, which may be advantageous de-
pending on the phase of the human-robot interaction that requires
ASR inference: for example, if the system is expecting an answer to
a Yes/No question, then the system could be reconfigured with a
smaller vocabulary.

For this work, the service was implemented on a Raspberry Pi 4
8GB (ARM Cortex A72). The ROS package was built by compiling
the Whisper.cpp module using Neon-Arm5 routines and OpenBlas6
to optimise performance. To initially test the performance of the
inference process, an 11-second audio sample was transcribed using
the default amount of context tokens (1500 tokens), and load time,
encoder time, and total inference time were measured. The ROS
Service takes about 2000𝑚𝑠 to load the model, 7600𝑚𝑠 to code the

4Simple Direct Media Layer: https://www.libsdl.org/
5Neon-Arm: https://www.arm.com/technologies/neon
6OpenBLAS: https://github.com/xianyi/OpenBLAS
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sample, and around ten seconds to finish the whole inference pro-
cess on Raspberry. Once the number of tokens was reduced to 768
and 512 tokens, the encoder ran two and three times faster, respec-
tively. Thus, it is possible to use the ROS service implementation
to transcribe three to seven seconds audio samples with near real-
time behaviour. The developed package can be found on GitHub at
https://github.com/andres-ramirez-duque/ros_stream.

3.2 Challenges
The result of this simplified implementation is promising, but the
main purpose is to help as a proof of concept to analyse the chal-
lenges that remain to provide robots with robust ASR systems like
Whisper that are able to run on embedded hardware to support the
development of conversational robots. A remaining challenge for
this overall goal is to address the timing control and turn-taking
among the speakers, including the robot: the current service allows
us to take care of the resources, but it requires an additional strategy
that executes the service and triggers it at the correct time.

In addition, the current model does not yet implement other typ-
ical ASR functions, such as word-level timestamps, speech activity
detection [5], speaker change detection, voice overlay detection, and
diarization [4]. In the current state, it is not possible to identify and
transcribe what each person is saying separately. The above limits
implementation in complex scenarios such as crowded spaces.

4 CONCLUSION
We have presented the development of a Whisper ROS wrapper
composed of a lightweight Whisper model and high-performance
inference functions to enable automatic speech recognition on
embedded hardware, with the goal of supporting conversational
robot systems. We have described the characteristics of the inputs,
methods, and outputs of the ROS service and have demonstrated
that it is capable of real-time recognition; we have also outlined
some remaining challenges. We consider that this implementation
could be used as a proof of concept for future research, and are
currently exploring integrating this server into a child-robot system
designed for use in paediatric emergency departments [7, 13].
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