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Abstract
Currently, the deployment of conversational agents in the financial sector is predominately focused on handling transactional inquiries in the customer service domain. This approach is associated with the issues of marginalizing customer service employees by reinforcing the societal bias of “low-value” work, dehumanizing and concealing their labour behind machines, and reinforcing gender and professional stereotypes. Furthermore, the deployment of these conversational agents contributes to product differentiation based on wealth by digitizing services for general customers. In light of these problems, we advocate for leveraging conversational agents’ capabilities for more inclusive design and discuss the corresponding avenues.
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Introduction
Financial decisions are among the most complex and consequential decisions we make in our lives. Many individuals need assistance to make these decisions, e.g. the majority
of Americans are feeling anxious about their financial situation [4]. The advancements in financial technology (Fin-Tech), such as the introduction of robo-advisors\footnote{https://www.investopedia.com/terms/r/roboadvisor-roboadviser.asp} helps to commoditize personal advice services that were previously only accessible to high-net-worth customers [6]. Conversational agents also have the potential to improve financial inclusion, as their ability to communicate with users using natural language is well suited to support users in their decision-making process [10]. However, the opportunities to create chatbots for more complex decision-making tasks like financial decisions are still largely under-explored [7]. Instead, financial industry has mainly focused on deploying chatbots to handle transactional inquiries in the customer service context, such as Eno the Capital One Assistant\footnote{https://www.capitalone.com/digital/eno/}. While these agents are beneficial for financial institutions, they lead to discrimination problems within the industry as well as for customers.

In this paper, we first spotlight the issue of conversational agents marginalizing customer service employees through the augmentation of their work. We then discuss the role of these agents in reinforcing the existing structure of wealth-based service differentiation between general and high-net-worth customers. Lastly, we highlight areas where conversational agents can be employed to increase financial inclusion.

Marginalization of Human Labour

Surveying the landscape conversational agents used in banking and finance, most companies are implementing chatbots to support transactional inquiries such as checking account balances or making payments [3]. The collective decision made by financial institutions to augment transactional customer service capabilities with virtual agents is the reification of labour politics that is pervasive in our culture. Our social prejudice perceives customer service as low-value and repetitive work that can be automated more easily than the higher value work done by financial advisors [1]. Because of their lower social status, customer service workers have limited ability to fight back against the augmentation of their jobs. However, if one objectively analyzes the tasks performed by financial advisors and customer service workers, both roles have elements that can be automated by machines. The augmentation of customer services with conversational agents also creates a dangerous self-reinforcing cycle. Because customer service is perceived as low-value work, more automations are deployed to augment their capabilities. With more automated capabilities, they perpetuate the stereotype that customer service labour is of low value and can be augmented by machines. Additionally, automations introduce the issue of hiding human labour behind conversational agents.

There are ethical concerns with the representation of customer service labour through conversational agents. Grudin and Jacques [2] discussed the issues in human-chatbot teams for human agents to jump in and handle inquiries that conversational agents are unable to answer. If conversational agents are not designed properly, customers may not be able to distinguish between human vs. virtual agents, therefore mistakenly attributing human labour to machines. In some cases, companies may be deliberately hiding human labour behind the facade of conversational agents, disguising customer service representatives’ work as the algorithms of the agents. Also, there is the problem with conversational agents’ portrayals of customer service representatives. Based on the 34 chatbots listed in Chatbot Guide for Banking and Finance Industry [3] (Figure 1), most of the agents are represented using abstract avatars or company logos. The lack of human resemblance in these
chatbots dehumanizes the role of customer service representatives, treating them as commodities that are indistinguishable and interchangeable with one another. Out of the conversational agents listed in Chatbot Guide [3], five of them used typical female names (Erica from Bank of America³, Sara from Commercial Bank of Dubai⁴, Ada from Diamond Bank⁵, Eva from HDFC Bank⁶, and Han-nah from M&S Bank⁷) compared to only one agent using a typical male name (Lionel from ING⁸). Some agents using female names are also linked to human-like avatars that are depicted using conventionally female traits (Figure 2). This analysis illustrates the prejudice inherent in the selection of female personas for conversational agents, which may be perpetuating harmful gender stereotypes such as attributing subservient attitudes to customer service employees [8].

Reinforcing Wealth-Based Service Differentiation
The segregation of financial services between general customers and high-net-worth individuals is reinforced by conversational agents. Typically, virtual agents are developed for services offered to general customers, producing profitable returns on investment for frequently asked questions. Dedicated services provided to high-net-worth individuals are usually not augmented by conversational agents, as their value proposition is to build personal relationships with customers through white-glove services. The notion that these specialized and dedicated services can be automated by virtual assistants diminishes their perceived value. As such, there is a divide between the digitalization of the services available to general customers and the personalized services offered to high-net-worth individuals. For general customers, it is common to be interfacing with automated algorithms as the first interaction point. For example, when calling into contact centers, customers need to first navigate through an Interactive Voice Response (IVR) system before they can reach a human customer service representative. Similarly, conversational agents are being advertised and used as the first point of contact to help customers on digital channels [5]. A customer will only be transferred to a human representative if the virtual agent’s algorithm determines that it cannot handle the client’s inquiry. This reduces the access to personalized help for general customers, potentially limiting flexibility on their financial products. These limitations do not apply for high-net-worth individuals as they have access to dedicated teams to assist them with their financial needs. Thus, digital tools like conversational agents are reinforcing and potentially deepening the divide in services between general and high-net-worth customers.

Moving Towards Inclusive Design
While the current implementations of conversational agents have marginalizing effects in the financial industry, they can also be used for more inclusive design. One potential use case is to utilize virtual agents to lessen the access segregation of financial products. In financial services, many products are transacted through intermediaries, such as financial advisors purchasing mutual funds on behalf of their customers. Customers’ access to financial products depend on intermediaries’ regulatory licenses and product coverage. For example, a broker may be licensed to offer insurance products and not mutual funds, but their clients may not be aware of this limitation and potentially missing access to a broader range of products. Conversational agents can be used to educate customers on the full spectrum of financial products that are available in the market, as well as connect them with appropriate financial intermediaries to address their financial needs. Also, as conversational
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Figures:
- Figure 2: Banking and finance bots using female avatars

Notes:
- ³https://www.chatbotguide.org/bank-of-america-bot
- ⁴https://www.chatbotguide.org/commercial-bank-of-dubai-bot
- ⁵https://www.chatbotguide.org/diamond-bank-bot
- ⁶https://www.chatbotguide.org/hdfc-bot
- ⁷https://www.chatbotguide.org/ms-bank-bot
- ⁸https://www.chatbotguide.org/ing-bot
agents evolve to handle more complicated conversations, we can implement more personalized advice solutions for general customers that are historically only available to high-net-worth individuals, thus reducing the gap of wealth-based service differentiation. This work is already happening in FinTech through robo-advisor capabilities [6]. We can further assist users with their financial decision-making by augmenting these services using conversational agents.

Closing Remarks
This paper discusses various aspects of marginalization by conversational agents in the financial industry. Specifically, there are marginalizing effects for both users of conversational agents and the workers whose jobs are affected by these agents. We can leverage Sin et al.'s digital design marginalization framework to avoid digitally marginalizing groups of users and to design inclusive digital interfaces. We implore the conversational user interface community to investigate agents that help users make financial decisions to bridge the wealth-based access gap, as well as agents that empower customer service representatives in their profession and safeguard them from social prejudices.
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