Piloting A Novel Framework for Robust Multimodal Disfluency Detection
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Abstract
Any agent that interacts with humans on a regular basis should be capable of natural and efficient communication. This is useful for any situation but a key challenge is understanding non-fluent speech. Human dialogue is naturally disfluent, and in some circumstances and for some people it can become pervasive. Importantly, disfluency can be also a useful resource for building shared understanding. A strategy that is based on the real-time adaptability of human-human interaction could pave the way for a better interaction when the speech recognition fails. We stress the importance of people’s ability to make running repairs in conversation and discuss how disfluency detection could potentially enhance the performance of voice user interfaces (VUIs) in sustaining mutual understanding. Based on the findings of a human-human conversation study, we outline the elements of a novel multimodal disfluency detection framework.
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Introduction/Background

Conversational Agents (CAs) or Voice User Interfaces (VUIs) face particular design challenges and expectations in the context of natural human dialogue. Improving such interfaces is not only important for establishing more dynamic and satisfactory interactions with people, but also to enhance their ability to adapt to natural human diversity. Currently, the common usage of these systems is mainly transactional, within very simple and well-defined tasks. The limited capabilities of the VUIs is prone to failure even in the slight shift from the expected user input. As a result, they are being used only by people who manage fluent speech, have clear pronunciation and who are mostly native speakers of ‘standard’ English. Even then, it is still for very limited and clearly defined tasks. The current technical capabilities of speech recognition and language processing— which were previously blamed for all of these faults— have improved drastically, but VUIs have not been able to show the level of flexibility that is expected in natural human dialogue. The main issue, we argue, is that VUIs are not designed according to the realities of natural human conversation.

Repair Facts

Frequent: An estimate for the rate of disfluencies in speech is 6 words per 100 [26]. This number could be higher in other individuals (bilinguals or children have different rates).

Universal: “Huh?” is a universal word, and it is a word [8]. It sounds similar and serves the same purpose for 31 languages, other initiated repair, to signal problems of hearing and understanding.

An example: - Can you get the yell-eh-orange box?

Recent reviews have criticised how the current state of conversational agents is still far from achieving natural conversation [1], let alone efficient, dynamic and inclusive human-like interaction. Where do we start enhancing the efficiency and the human-likeness of conversation with agents? We suggest to start from looking at repair phenomena, more specifically self-repairs (i.e. disfluencies). Repair term comes from the field of Conversation Analysis (CA) which focuses on natural human dialogue. It is the mechanism that people very regularly and creatively use to deal with any “troubles of speaking, hearing and understanding” [25]. Repairs are very frequent, contribute to a dynamic establishment of mutual understanding (common ground) and pervasive in conversation [4, 7] across languages [8] including sign language [20]. Hence, it the running-repairs hypothesis proposes that “the coordination of language use depends primarily on processes used to deal with misunderstanding on-the-fly and only secondarily on those associated with signaling understanding” [14].

We focus on the most common type, disfluencies, which are when speakers modify their utterances within their turn by restarting, repeating, or changing their words. They have received significant attention in NLP and there are now systems that can recognise and parse them [18], potentially even in live conditions [22].

Disfluencies can be accompanied by non-verbal signals, such as gestures [17, 13]. In particular cases, bodily signals, specifically manual gestures could constitute 50%-70% of the meaning [10, 15, 16]. The human non-verbal behaviour accompanying repairs are very likely to have additional meaning, or can be used as an additional signal for the detection of disfluencies. We know that listeners actively use disfluencies as a signal for repair and react to it accordingly [4]. Incorporating a multi-modal disfluency detection in VUIs, not only would enable novel interaction strategies for more human-like agent responses [28], but could also significantly benefit the elderly, neurodiverse, non-native speakers or people with hearing impairments. These groups of people may have, in conventional terms, less fluent language.

More specifically, research has shown that older adults are more prone to word finding difficulties [5] and may also produce more disfluencies under stressful conditions [6]. This is not only in the case of human-human interaction. There are specific differences between younger and older adults when speaking to a task-oriented conversational agent [9]. Even though the disfluencies were not annotated or
The Assessment of Challenges and Requirements for Multi-modal Disfluency Detection

Findings from analyses involving dyads in natural dialogue have shown specific motion patterns during disfluencies [27, 28, 29] which could be used in designing novel multi-modal disfluency detection frameworks. The data that provide evidence for this come from a study in which 15-minute face-to-face conversations about designing an apartment happen between 13 dyads. In separate sessions, pairs engage in natural dialogue to design an apartment for them to share within budget (for task specifics, please see [19]). An example of a participant engaging in this task can be seen in Figure 1. During this task, they wear head-trackers on hats and hold controllers which was used to measure the 3D positions of their head and hands. They are also recorded by cameras and microphones. The data was labelled using automatic disfluency detection [18], and time windows containing disfluencies were compared with time windows where no speech disfluency happens (for methodology details, please see [27]). The motion data revealed that the head and hand heights and velocities are significantly higher during windows containing disfluency instances [29].

Figure 1: This is a screenshot of consecutive moments from a video on the dataset. The participant uses their hands to explain a furniture that she cannot remember the name of.

The mentioned findings have been argued to present evidence for the importance of repair and the way it manifests through non-verbal behaviour in speakers [12]. Arguably, the motion data could be used as additional signals to enhance human-agent interaction. But, how can VUIs, such as Alexa, Apple Siri or Google Home really detect disfluencies easily in real time and work with them, rather than discarding them out as errors?

For successful multi-modal detection in real time and in real life, the VUIs should have certain capabilities. We discuss this briefly in the following sub-sections.

Human Motion Detection

Even though, the aforementioned data have shown statistically significant differences in the motion data, it is unfavourable to measure gestures with big hand-held sensors that may obstruct the natural gesture use. Therefore, the motion data should be collected through non-intrusive methods. Some possible scenarios would be through cameras embedded in the VUI and computer vision algorithms or light devices such as smart watches that could detect the hand positions when worn by the user.

Computer vision based systems and/or algorithms can be susceptible many factors such as camera angles, lighting or objects obstructing the view. It might also be difficult to capture head or hand detection continuously. Is the interface is designed with a camera and expected to capture gestural information this way, it should be communicated to the user to place the device in certain angles and not to obstruct the view. Head, pose and hand detection or activity recognition algorithms should have interpolation strategies for the missed movement information.

Automatic Speech Recognition in Real-time

For automatic speech recognition (ASR) results used for disfluency detection, word-level timing is vital, not only for identifying the exact point at which the repair or hesitation disfluency occurs for more output accuracy, but for our purposes here for using word timing in conjunction with the
concurrent non-verbal behaviour for the input data. Various modern ASRs make this available directly, along with some output for hesitation utterances like ‘uh’ and ‘um’ in English models (see [2]). Word-timing information has shown to improve disfluency in uni-modal disfluency detection [18, 21].

Multimodal Fusion
Needless to say, multimodal fusion of data and decisions are key challenges at both the data integration stage, and the actual disfluency detection stage. The detection system should integrate multiple streams of data with both regular (video and audio) and irregular (words and motion detection) time-stamps. Various types of multimodal fusion technique could be used depending on the need for live results: early/feature-based fusion could be used at the acoustic frame level continuously as data arrives into the system, or if live processing is not needed, different forms of late fusion can be used whereby results from different detection algorithms working on different modalities separately detect disfluencies, then the results are collated for an ensemble or voting-based detection system for the final decisions. Different combinations of these can be found in model-based fusion of different kinds, including word-based fusion [23] whereby acoustic and vision features are collated at the end of every recognized word from the ASR for use in a sequence classifier.

Personalisation for Inclusivity
People design the way they communicate according to their recipients and they adapt to them [3]. It is referred to as recipient design or audience design, and even 5 year-olds do it [3]. They change the way they talk when they are addressing a younger child. Most of us speak louder or gesture more when interacting with someone who has hearing impairment. Even though it is not always clear to humans, people with schizophrenia, on the spectrum or at an early stage of Alzheimer’s differ in their fluency, or use of disfluent speech.

Rule-based Responses from the Agent
It has been innumerably mentioned in human-computer/agent interaction literature how annoying it is to repeatedly hear “Sorry, I don’t understand what you mean by ...” when the speech recognition fails. People who stutter or generally disfluent find it to be very discouraging and they usually end up not using the device. We even hear it makes people “sad” when Alexa does not understand their accent [11]. A main improvement to this feature would be re-modelling the rule-based error response in a way that allows VUIs to work with people dynamically and interactively to achieve mutual understanding. As human beings, we miscommunicate all the time. In fact, human dialogue is rarely fluent without errors [3]. But, we find ways to understand each other through repairing these misunderstandings in creative ways. Moreover, there is information available in disfluencies which actually help listeners compensate for disruptions, delays or reformulations [4].

Conclusion
A closer look at natural human-human interaction can reveal some real-time strategies people use to scaffold shared understanding in communication. Drawing on the findings of a dyadic natural conversation study, we explain our outlook on an important feature for a universal and inclusive VUI design: multimodal disfluency detection. Fundamentally, disfluencies in verbal and non-verbal performances should not be discarded during recognition or data processing. Recognising this is an important step for a collaborative approach to human-agent interaction which is closer to natural human-human interaction.
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